STA531 Midterm Exam 2 Solutions
1. Graphical models

(a) p(z1,...,28) = p(x1)p(w2)p(ws)p(wa| 1, B2)p(W5] T2, 23)p(T6|T4)P(T7| 7405 75) (28 |25)

(b) Yes, Indeterminate, Yes, Indeterminate

()

2. Markov chains and graphical models

(a) Suppose p respect Gp. Then

n—1
p($17~-axn) :p(xl)H xz+1‘xz H‘Pz JI,,L_H
=1

if we define ¢i(21,72) = p(z1)p(w2|r:) and SOi(iUz‘,xiH) = p(@iy1|z;) for i =
2,...,n — 1. The functions ¢, @s,...,p,_1 are nonnegative, and the maximal
cliques of Gy are {1,2},{2,3},...,{n — 1,n}. Therefore, p respects Gy.

(b) Suppose p respects Gy. Then

n

p(xh ce Jn) = p(96‘1) Hp(xz"ﬁl, . ,Iz’—1) = p(Il) Hp($i|$i—1) = Hp($i|$pa(z‘))

i=1
since

o X; |l Xy ..., X, 5| X;_1 by the separation criterion for undirected graphical
models, because all paths from i to {1,...,7 — 2} pass through ¢ — 1, and
e pa(l) =@ and pa(i) ={i — 1} fori=2,....n
Therefore, p respects Gp.

3. Modeling the data collection process

As usual, the appropriate posterior on 6 to use is p(@|yons, 1), since this is the posterior
obtained by conditioning on all of the observations. Since I; = 1 for all j = 1,...,n,
obs = {1,...,n}. Further, the distribution of I|y,# does not depend on # (because
p(I|y,0) = H?Zl gbiﬁ (1—¢y,)' 5 g 1). Consequently, the data collection process plays
no role:

P(O1Yors; 1) = p(Oly, I) o< p(y, I,0) = p(0)p (yl9) (Ily,0)
o<y p(0)p(y|0) ocg 6* (1 — 6)"~ 1]_[9% — )Y
xg Beta(d | a+ > y;, b+n— Zyj).
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4. Viterbi algorithm

Define v,(z,) = 1 for each z, = 1,...,m, and denote p(z;) = p(z1]|20) for notational
simplicity. Then

Z1:n Z1:n

max p(T1n, 21:0) = max | [ p(zilze-1)p(rl2)
t=1

J
= max ([ plaler-)p(anlz) ) maxp(zyialz)p(esilz)vn (z0)
o N G .

call this vj(z;)

= Iflzflixp(zl)p(fﬂﬂzl)m(zl)-

Therefore, we have the following algorithm:
(1) Set vp(z,) =1for z, =1,...,m.
(2) Foreach j=n—1,n—2,...,1, for each z; = 1,..., m, compute

vj(%) = maxp(zjalz)p(ei |2V (z41).
J

(3) Return max,, p(z1)p(x1|2z1)v1(21).

(Note: If you showed that your algorithm takes nm? time, then that is great, but this
was not required—as long as your algorithm actually does take nm? time, then that is
sufficient.)



