
In-class exercise

Instructions

• Don’t look at the solution yet! This is for your benefit.

• This exercise must be submitted within 48 hours of the lecture in which it was given.

• As long as you do the exercise on time, you get full credit—your performance does not
matter.

• Without looking at the solution, take 5 minutes to try to solve the exercise.

• Pre-assessment: Write down how correct you think your answer is, from 0 to 100%.

• Post-assessment: Now, study the solution and give yourself a “grade” from 0 to 100%.

• Submit your work on the course website, including the pre- and post- assessments.

Exercise

Suppose X1, . . . , Xn
iid∼ N (θ, σ2), and θ is given a N (µ0, σ

2
0) prior.

(a) When n = 1, what is the marginal likelihood, p(x1)?

(b) When n > 1, is it true that the marginal likelihood factors as p(x1:n) = p(x1) · · · p(xn)?

1



Solution

Part(a)

Wecouldequivalentlydefinethemodelinthefollowingway:θ∼N(µ0,σ2
0)andXi=θ+Zi,whereZi∼N(0,σ2)independently

(thatis,independentlyofeachotherandofθ)fori=1,...,n.Usingtheruleforlinearcombinationsofindependentnormals,
themarginaldistributionofXiisN(µ0,σ2

0+σ2).

Part(b)
No.Ifitweretruethatp(x1:n)=p(x1)···p(xn),thiswouldimplythattheXi’sareindependent,butweknowthisisnotthe
case,since,forinstance,theposteriorpredictivep(x2|x1)dependsonx1.(Note:TheXi’sareconditionallyindependentgiven
θ,butherewearetalkingabouttheirmarginaldistribution.)
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