STA360/601 Midterm Exam

Instructions

e Write your name, NetID, and signature below.

e If you need extra space for any problem, continue on the back of the page.
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e [ will not lie, cheat, or steal in my academic endeavors;
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e [ will act if the Standard is compromised.

I have adhered to the Duke Community Standard in completing this exam.
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List of common distributions
Geometric(z|0) = 0(1 —0)* 1(z € {0,1,2,...}) for 0 < < 1

Bernoulli(z]0) = #%(1 — )2 1(z € {0,1}) for 0 < 6 < 1
Binomial(z|n, ) = <n> *(1—-0)""*1(z €{0,1,...,n}) for0<h <1
X

—0px

0
= 1(z €{0,1,2,...}) for 6 >0

Poisson(z|0) =
Exp(z]f) = 0% 1(z > 0) for 6 > 0

1
Uniform(z|a, b) = b a L(a<z<b)fora<d
a

b(l
Gamma(z|a,b) = 2% te7 1(z > 0) for a,b > 0

['(a)
(03
Pareto(z|a, ¢) = pres) 1(z > ¢) for a,e >0
1
Beta(x|a,b) = Blab) 21—zt 10 <z <1)fora,b>0
N (z|p, o?) = ! exp (— g5 (z — p)?) for p€ R, 62 > 0
) /7271_0_2 202 )

A
N (x|, A1) = \/%exp(— ANz —p)?) for pe R, A >0

Exponential family form
p(20) = exp (p(0)"t(x) — K(0))h(z)

List of special functions

1
Beta function: B(a,b) = / 11 —t)*Ldt for a,b > 0
0
o0
Gamma function: I'(z) = / t* le~tdt for > 0
0

a
Log function for a > 1: loga = / (1/t)dt
1



1. (15 points)

(a) (b points) What is the formula for Bayes’ theorem?

(b) (5 points) You receive z; telephone calls on day ¢, for i = 1,...,n. You wish to
model this as Xi,..., X, ii.d. from some distribution. Which of the following
distributions would make sense to use? (Circle one.)

i. Beta
ii. Poisson
iii. Bernoulli

iv. Exponential

(¢) (5 points) Suppose X, X7, ..., Xy arei.i.d. and assume E|X| < oo and V(X) < oc.
What is the standard deviation of

1
DI
i=1
Hint: It is the same as the RMSE of the Monte Carlo approximation. (Circle
one.)
i. V(X)/N

ii. V(X)/VN
iii. o(X)/N

iv. o(X)/VN



2. (17 points) (Marginal likelihood)
Suppose X1,..., X, S Geometric(f) given . Consider a Beta(a,b) prior on . What
is the marginal likelihood p(z1.,)?

(Your answer must be an explicit expression in terms of a,b,xy,...,z,,n, and any of
the special functions on page 2. You must show your work to receive full credit.)



3. (17 points) (Exponential families, Normal distribution)
Show that the collection of A (u,o?) distributions, with x € R and ¢? > 0, is a
two-parameter exponential family, and identify the sufficient statistics function ¢(z) =

(t1(x), t2(x))T for your parametrization.



4. (17 points) (Conjugate priors)
Suppose Xi,..., X, S Uniform(0, ) given 6, that is,

1
p(z;|0) = 7 1(0 < z; <0).

You would like to find a conjugate prior for . Show that the family of Pareto(a, c)
distributions, with a > 0 and ¢ > 0, is a conjugate prior family.



5. (17 points) (Sampling methods)
Suppose ¢ > 1 and

p(z) o é]l(l <x<o).

(Note that p(x) is proportional to this, not equal to this.) Assume you can generate
U ~ Uniform(0,1). Give an explicit formula, in terms of ¢ and U, for generating a
sample from p(x). You must show your work to receive full credit.



6. (17 points) (Decision theory)
Consider a decision problem in which the state is § € R, the observation is x, you must
choose an action # € R, and the loss function is

0(0,0) = ab* + b00 + c6*

for some known a,b,c € R with ¢ > 0. Suppose you have computed the posterior
distribution and it is p(f|z) = N(0]M, L") for some M and L. What is the Bayes
procedure (minimizing posterior expected loss)?

(Your answer must be an explicit expression in terms of a,b,c, M, and L. You must
show your work to receive full credit.)



