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Introduction

Variational inference (VI) is an approach to posterior inference
based on approximating the posterior by a nicer distribution.

The general idea is to:

1. choose a nice family of distributions Q,
2. find a q ∈ Q that is as close as possible to the posterior, and
3. use q to quantify uncertainty, as a proxy for the posterior.

Different choices of Q and different definitions of “close” lead
to different variational inference techniques.

In Bayesian statistics, VI is also known as variational Bayes,
but VI is also useful outside of Bayesian inference.

4 / 42



Introduction: VI versus MCMC

Similarities with MCMC

1. Approximate inference
2. Tractable on complex high-dimensional posteriors
3. Computation formulas work out nicely in many cases

Differences with MCMC

1. Accuracy of VI is limited, usually
2. VI is (usually) deterministic, MCMC is stochastic
3. VI is faster, usually, and it is clear when VI has converged
4. VI formulas are usually a bit more complicated
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Introduction: Variants of VI

Classic VI is based on minimizing Kullback–Leibler divergence
using factorized approximations.

Classic VI is elegant and fast, but its accuracy is limited by
the assumed factorization.

More recently, VI techniques using more flexible
approximating distributions have been developed.

Additionally, other divergences/distances have been employed.

Further, stochastic optimization and autodifferentiation have
proven to be useful for VI.
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Classic variational inference
Let π(θ) denote the target distribution, e.g., π(θ) = p(θ|x).

Classic VI makes the following choices:
1. the approximating family Q consists of all factorized

distributions of the form

q(θ) = q1(θ1) · · · qm(θm)

for some decomposition of θ into components θ1, . . . , θm, and

2. we seek the q ∈ Q that minimizes the Kullback–Leibler
divergence from q to π,

qopt ∈ argmin
q∈Q

D(q‖π).

The Kullback–Leibler (KL) divergence, or relative entropy, is

D(q‖π) =

∫
q(θ) log

q(θ)

π(θ)
dθ = Eq

(
log

q(θ)

π(θ)

)
.
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Classic variational inference: Algorithm

To derive the classic VI updates, we need only specify the
target distribution π and the decomposition of θ into
θ = (θ1, . . . , θm).

The classic VI algorithm then proceeds as follows:

1. Initialize q1, . . . , qm.

2. Repeat until convergence:
For j = 1, . . . ,m, update qj by setting it to be

qnewj (θj) ∝ exp(hj(θj))

where

hj(θj) := Eq

(
log π(θ) | θj

)
=

∫ (
log π(θ)

)∏
i 6=j

qi(θi)dθi.

3. Use q(θ) = q1(θ1) · · · qm(θm) as an approximation to π(θ).
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Classic variational inference: Comments
Note that we do not assume the form of each qj(θ).

At each step j, this algorithm optimizes the KL divergence
with respect to qj , that is,

qnewj ∈ argmin
qj

D(q1 · · · qm‖π).

Remarkably, qnewj is often a well-known exponential family.

However, the tractability and accuracy of the algorithm
depends on:

1. making a good choice of decomposition θ1, . . . , θm, and
2. being in the lucky situation that your model is conducive to

classic VI.

Classic VI works well for some models, and not others.
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Toy example: VI for univariate normal
Consider the univariate normal model as a toy example:

X1, . . . , Xn|µ, λ
iid∼ N (µ, λ−1)

and assume an improper uniform prior on µ and λ.

Define the target distribution to be the posterior:

π(µ, λ) = p(µ, λ|x1:n) ∝ p(x1:n|µ, λ)

∝
µ,λ

λn/2 exp
(
− 1

2λ
∑n

i=1(xi − µ)2
)
.

Thus, log π(µ, λ) = n
2 log λ− 1

2λ
∑n

i=1(xi − µ)2 + const.

A natural decomposition to try would be θ1 = µ and θ2 = λ,
that is, to consider approximations of the form

q(µ, λ) = q1(µ)q2(λ).

For convenience, we write q(µ, λ) = q(µ)q(λ).
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Normal example: Deriving the VI updates (1/3)

Updating q(µ) given q(λ):

h1(µ) = (whiteboard exercise)

Therefore, according to the algorithm, we update q(µ) to be

qnew(µ) ∝ (whiteboard exercise)
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Normal example: Deriving the VI updates (1/3)

Updating q(µ) given q(λ):

h1(µ) =

∫
q(λ) log π(µ, λ)dλ

=
n

2

∫
q(λ) log λ− 1

2

(∑
i(xi − µ)2

) ∫
λq(λ)dλ+ const.

Therefore, according to the algorithm, we update q(µ) to be

qnew(µ) ∝ exp(h1(µ)) ∝ exp
(
− 1

2E(λ)
∑

i(xi − µ)2
)

∝
µ
N
(
µ | x̄, (nE(λ))−1

)
.

Computationally, we only need to compute and store x̄ and
E(λ).

Here, E(λ) =
∫
λq(λ)dλ is computed using the current q(λ).
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Normal example: Deriving the VI updates (2/3)

Updating q(λ) given q(µ):

h2(λ) = (whiteboard exercise)

Therefore, according to the algorithm, we update q(λ) to be

qnew(λ) ∝ (whiteboard exercise)
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Normal example: Deriving the VI updates (2/3)
Updating q(λ) given q(µ):

h2(λ) =

∫
q(µ) log π(µ, λ)dµ

=
n

2
log λ− 1

2
λ
∑
i

∫
(xi − µ)2q(µ)dµ+ const.

Therefore, according to the algorithm, we update q(λ) to be

qnew(λ) ∝ exp(h2(λ)) ∝ λn/2 exp(−1
2Sλ)

∝
λ

Gamma(λ | n/2 + 1, S/2)

where, after plugging in q(µ) = N (µ | x̄, (nE(λ))−1
)

and
simplifying,

S =
∑
i

∫
(xi − µ)2q(µ)dµ = nσ̂2 + 1/E(λ).

Here, σ̂2 = 1
n

∑
i(xi − x̄)2.
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Normal example: Deriving the VI updates (3/3)
Thus, the updates to q(µ) and q(λ) are:

qnew(µ) = N
(
µ | x̄, (nE(λ))−1

)
,

qnew(λ) = Gamma
(
λ | n/2 + 1, 1

2(nσ̂2 + 1/E(λ))
)
.

The only thing we need to compute at each iteration is E(λ).

From the form of qnew(λ), we see that

Enew(λ) =
n/2 + 1

1
2(nσ̂2 + 1/E(λ))

.

In this example, it turns out that we can analytically solve for
the limiting value of E(λ), which is E(λ) = (n+ 1)/(nσ̂2).

However, in more complex models, we will have to iterate
until convergence.
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Group activity: Check your understanding

Go to breakout rooms and work together to answer these questions:
https://forms.gle/dNbCsQcM5f4ywixR8

(Three people per room, randomly assigned. 15 minutes.)
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Justification of classic VI algorithm (1/2)
Let θ = (θ1, . . . , θm) where θi ∼ qi independently for some
q1, . . . , qm. Let π be the target distribution. Then for any j,

D(q1 · · · qm ‖π) = E
(

log
q1(θ1) · · · qm(θm)

π(θ)

)
=

m∑
i=1

E log qi(θi)− E log π(θ)

= E log qj(θj)− E
(
E(log π(θ)|θj)

)
+ (const wrt qj)

= E log qj(θj)− Ehj(θj) + (const wrt qj)

= E
(

log
qj(θj)

c ehj(θj)

)
+ (const wrt qj)

= D(qj ‖ c ehj ) + (const wrt qj)

where hj(θj) := E(log π(θ) | θj) and 1/c =
∫
ehj(θj)dθj .
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Justification of classic VI algorithm (2/2)

Hence,

argmin
qj

D(q1 · · · qm ‖π) = argmin
qj

D(qj ‖ c ehj ).

By the properties of KL divergence, D(qj ‖ c ehj ) ≥ 0 with
equality if and only if qj = c ehj almost everywhere.

Therefore, choosing qj ∝ ehj minimizes D(q1 · · · qm ‖π) with
respect to qj , given qi for i 6= j.

This shows that the classic VI algorithm performs coordinate
descent, updating qj to minimize KL at each step, holding qi
fixed for i 6= j.
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Latent Dirichlet allocation (LDA)

LDA is a model for collections of discrete data such as
documents.

LDA is an admixture model in which each word in a document
is drawn from a different topic.

In LDA, topics are represented as distributions over words.

The proportion of words coming from each topic varies from
document to document.

The words in each document are modeled as exchangeable, so
LDA doesn’t account for dependence on nearby words.
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Latent Dirichlet allocation: Motivation

LDA performs topic modeling, that is, it finds recurring
themes in a large, unstructured collection of documents.

It can be adapted to many kinds of data, such as images,
omics data, and social networks.

It has also been extended to handle streaming collections such
as from a Web API.

LDA has become widely used due to the need to organize an
ever growing number of digital documents, along with its
flexibility and utility.
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LDA: Application to Science articles

(figure from Blei, 2012)

17,000 articles from Science magazine, using K = 100 topics.
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LDA: Application to Science articles

(figure from Blei, 2012)
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LDA: Application to Yale law journal articles

(figure from Blei, 2012)

x-axis position of each term indicates specificity to the article
(more general ↔ more specific).
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Latent Dirichlet allocation: Model

Suppose there are K topics, n documents, Li words in
document i, and V = words in the vocabulary.

For document i, define

I wik = proportion of the document that originates from topic k.

I zi` = topic of origin for word `.

I xi` = the `th word in the document.

βkv = frequency of word v in topic k.

Differences from the population structure model:

1. the topic distributions don’t depend on the word location,
2. there is only one word per location (not two allele copies), and
3. each document has a different number of words.
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Latent Dirichlet allocation: Model

Consider the following model:

Zi` | w ∼ Categorical(wi)

Xi` | β, Zi` = k ∼ Categorical(βk)

independently for i ∈ {1, . . . , n}, ` ∈ {1, . . . , Li}.

Here, wi := (wi1, . . . , wiK) and βk := (βk1, . . . , βkV ).

For the prior, LDA uses:

wi ∼ Dirichlet(α1, . . . , αK),

βk ∼ Dirichlet(λ1, . . . , λV ).
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Latent Dirichlet allocation: Geometric interpretation

Visualization of document distributions over words

(Blei et al., 2003)
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Latent Dirichlet allocation: Comments on model
LDA is invariant to the order of words in a document, that is,
you could permute the words and it would appear the same to
the model.

This is referred to as a “bag of words”-type model.

This is clearly not a realistic model for language, but it is
good enough to provide valuable insights into topics and
documents.

Other models account for word order using a Markov model,
n-grams, or probabilistic context free grammars (PCFGs).

Similarly, the model is invariant to the order of documents,
which could be a limitation for collections of documents that
span time.
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Latent Dirichlet allocation: Posterior computation

Gibbs sampling is straightforward, since everything is
semi-conjugate.

However, for very large datasets, Gibbs tends to be slow.

Blei et al. (2003) proposed a variational inference algorithm
that is much faster.

The basic idea is just the classic VI algorithm applied to the
LDA model.
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Latent Dirichlet allocation: Variational inference (1/2)
The target is the posterior, π(z, w, β) := p(z, w, β | x).

Consider approximations to π that factorize as

q(z, w, β) = q(z)q(w)q(β).

The classic VI algorithm yields (after several pages of math):

q(w) =

n∏
i=1

Dirichlet(wi | ri1, . . . , riK)

q(β) =

K∏
k=1

Dirichlet(βk | sk1, . . . , skV )

q(z) =
n∏
i=1

Li∏
`=1

Categorical(zi` | ti`)

where r, s, and t are computed as follows. . .
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Latent Dirichlet allocation: Variational inference (2/2)

To compute the parameters r, s, and t, randomly initialize them
and iterate the following steps until convergence:

1. For all i, k, update rik ← αk +

Li∑
`=1

ti`k.

2. For all k, v, update skv ← λv +

n∑
i=1

Li∑
`=1

I(xi` = v)ti`k.

3. For all i, `, k, update ti`k ←
exp(ui`k)∑K

k′=1 exp(ui`k′)
, where

ui`k = ψ(rik)−ψ(
∑

k′ rik′)+

V∑
v=1

I(xi` = v)
(
ψ(skv)−ψ(

∑
v′ skv′)

)
and ψ(·) is the digamma function and I(·) is the indicator
function.
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Latent Dirichlet allocation: Comments about VI algorithm

Note that although we only assumed the factorization
q(z, w, β) = q(z)q(w)q(β), the KL optimal updates turn out
to factorize further as

q(z, w, β) =
(∏
i,`

q(zi`)
)(∏

i

q(wi)
)(∏

k

q(βk

)
.

This is fairly common in classic VI.

Further, the KL optimal distributions for q(wi) and q(βk) are
Dirichlet, even though we didn’t put any constraints on their
functional form.

As is typical with classic VI, a fair amount of effort is required
to derive the updates, but the algorithm itself ends up being
relatively simple.
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LDA: Associated Press (AP) corpus example

Example from original LDA article (Blei et al., 2003).

TREC AP corpus: n = 16,333 newswire articles.

Vocabulary size: V = 23,075 unique terms (unique words).

It is necessary to remove stop words, that is, very common
words like “a”, “the”, “and”, etc.

Number of topics: Chose to use K = 100 topics.

For posterior computation, they used VI for z and w, and
used expectation-maximization for β.
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Latent Dirichlet allocation: AP corpus example

(figure from Blei et al., 2003)
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Latent Dirichlet allocation: AP corpus example

Prediction performance on held-out data

(figure from Blei et al., 2003)
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Latent Dirichlet allocation: Model extensions

LDA + Hidden Markov model, capturing dependencies among
nearby words.

Nonparametric topic model based on Dirichlet process, using
infinitely many topics (K →∞).

Dynamic topic model, capturing change in topics that evolve
over time.

Hierarchical topic model, using a tree of topics, from more
general to more concrete.

Extensions to account for metadata such as author, title,
location, etc.
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Dynamic topic model applied to Science articles

(figure from Blei, 2012)
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Dynamic topic model applied to Science articles

(figure from Blei, 2012)
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Individual activity: Exit ticket

Answer these questions individually:
https://forms.gle/VfoMKU1bGHDRXSyy9
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